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Abstract
The Conjugate Gradient (CG) method is a key building block in
numerous applications, yet its low computational intensity and
sensitivity to communication overhead make it difficult to scale
efficiently on multi-GPU systems. In light of recent advances in
multi-GPU communication technologies, we revisit CG paralleliza-
tion for large-scale GPU clusters.

This work presents scalable CG and pipelined CG solvers target-
ing NVIDIA and AMD GPUs, using GPU-aware MPI, NCCL/RCCL
and NVSHMEM to implement both CPU- and GPU-initiated com-
munication schemes. We also introduce a monolithic variant that of-
floads the entire CG loop to the GPU, enabling fully device-initiated
execution via NVSHMEM. Optimizations across all variants reduce
unnecessary data transfers and synchronization overheads; the
GPU-initiated variant eliminates CPU involvement altogether.

We benchmark our implementations on NVIDIA- and AMD-
based supercomputers using SuiteSparse matrices and a real-world
finite element application. By avoiding data transfers and syn-
chronization bottlenecks, our single-GPU implementations achieve
8–14% performance gains over state-of-the-art solvers. In strong
scaling tests on over 1,000GPUs, we outperform existing approaches
by 5–15%.

While CPU-initiated variants remain favorable due to a lack of
vendor supported device-side computational kernels and subopti-
mal NVSHMEM configurations at the clusters, the strong scaling
properties of the GPU-initiated CG variant indicates that it will
be highly competitive at even larger GPU counts and with further
tuning.

CCS Concepts
• Mathematics of computing → Mathematical software; •
Computingmethodologies→Parallel algorithms;Distributed
algorithms.
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1 Introduction
The Conjugate Gradient (CG) method [27] is a widely used itera-
tive solver for large, sparse, symmetric and positive-definite linear
systems, forming a critical building block in many scientific and
industrial applications. Its core operations, such as vector additions,
dot products, and sparse matrix-vector multiplications, are all low
in computational intensity, making CG highly sensitive to commu-
nication and synchronization overhead and challenging to scale on
multi-GPU systems where communication bandwidth lags behind
GPU compute performance.

Recent advancements in communication technologies have intro-
duced a range of options for multi-GPU programming [18, 53]. Pro-
grammers can leverage GPU-aware MPI, NCCL/RCCL, and NVSH-
MEM/rocSHMEM, all supporting direct GPU-to-GPU communica-
tion initiated from the CPU. Further enhancements, such as GPUDi-
rect RDMA [43], enable low-latency transfers, while device-initiated
communication [25] reduces CPU involvement and synchronization
overheads. Given these developments, it is time to revisit multi-
GPU implementations of CG. The aim is to conduct comparative
studies that can provide practical guidance on communication li-
brary choices and highlight key trade-offs in implementing this
critical solver for the HPC community.

This paper presents scalable multi-GPU CG solvers targeting
both NVIDIA and AMD platforms. We implement and evaluate vari-
ants using CPU- and GPU-initiated communication via GPU-aware
MPI, NCCL, RCCL, and NVSHMEM. Each variant supports both
CG and pipelined CG algorithms [21], with CUDA and HIP imple-
mentations for NVIDIA and AMD GPUs, respectively. To provide
a context for our multi-GPU strategies, we begin with a baseline
single-GPU CG implementation, emphasizing our improvements
to reduce CPU-GPU synchronization. In our multi-GPU designs,
communication is initiated either from the host CPU (MPI, NCCL,
or RCCL) or directly on the GPU (via NVSHMEM).

The CPU-initiated approach aligns with typical multi-GPU linear
solvers, which are based on GPU-aware MPI. In addition, we also
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present a novel adoption of the NCCL/RCCL collective communi-
cation libraries and GPU streams for CPU-initiated communication
in multi-GPU CG. The purpose is to avoid communication-related
synchronisation points between CPU and GPU and thus improve
scalability.

Going even further, we develop a new, monolithic version of
multi-GPU CG, where the entire CG loop is offloaded to the GPU in
a single kernel. Moreover, we propose a scalable, one-sided commu-
nication scheme for the underlying irregular point-to-point commu-
nication, where NVSHMEM is used to initiate the communication
directly from the GPU kernel, without involving the CPU.

We conduct a rigorous performance evaluation on three super-
computers: LUMI, MareNostrum 5, and Wisteria. Our assessment
uses matrices from SuiteSparse [17], and augments these with matri-
ces for large-scale tests, including a case from 3D cardiac modelling
simulations on a realistic heart mesh.

Our paper makes the following contributions:
• By carefully avoiding GPU-to-CPU data transfer and syn-

chronisation, we improve the performance of CG on a sin-
gle GPU by up to 8% on AMD MI250X, 14 % and 11% on
NVIDIA A100 and H100, respectively.

• The single-GPU improvements are shown to carry over to
typical multi-GPU implementations of CG with GPU-aware
MPI, outperforming a state-of-the-art numerical library by
7–14 % on 1024 AMD MI250X GPUs and 256 NVIDIA H100
GPUs, the largest number that we had access to for this
work.
• We compare the performance of CG (and pipelined CG)

when GPU-aware MPI and NCCL/RCCL are used for intern-
ode GPU-to-GPU communication, showing that NCCL is
highly mature and often competitive with GPU-aware MPI,
especially when collective Allreduce operations dominate
the performance. In contrast, RCCL significantly underper-
forms, primarily due to inefficient Allreduce operations for
small message sizes.

• We develop a scalable, monolithic CG implementation with
GPU-initiated communication that shows strong scaling
properties equal to or better than CG with CPU-initiated
communication (on 256 GPUs). We believe this will be the
best alternative at even larger scales, after further tuning of
the underlying SpMV kernel and NVSHMEM configuration.

2 Background
2.1 Multi-GPU communication libraries
To communicate between GPUs, there are multiple libraries avail-
able from both GPU vendors and research groups. In this section,
we discuss the most widely used ones.

2.1.1 GPU-aware MPI. Due to the widespread use of MPI in the
HPC community, early GPU communication libraries extended
MPI to support efficient GPU-to-GPU communication, eliminating
unnecessary device-to-host copies. This capability, known as GPU-
aware MPI, allows passing GPU memory pointers directly to MPI
functions, enabling efficient data transfers via GPUDirect RDMA for
NVIDIA GPUs or ROCm RDMA for AMD GPUs [2, 43]. GPU-aware
MPI is supported by several implementations, including OpenMPI,

MPICH, and MVAPICH2 [28, 47, 48, 51, 54–56]. However, a limi-
tation of GPU-aware MPI is its lack of awareness of GPU-specific
constructs, such as streams, which are critical for overlapping com-
putation and communication. Recent efforts have aimed to bridge
this gap by integrating GPU streams and other GPU features into
MPI [24, 26, 41, 42].

2.1.2 Collective Communication Libraries. Multiple GPU vendors
offer topology-aware collective primitives for inter-GPU communi-
cation that we term as GPU Collective Communication Libraries
(GPU-CCL). These libraries have been designed by vendors to be
natively compatible with their own GPU programming model via
pipelining operations to a GPU streamwith their host-side API. Due
to their performance and built-in topology awareness, GPU-CCLs
have been integrated into several state-of-the-art deep learning
frameworks, including Pytorch and Tensorflow [57] as a commu-
nication backend. Prominent examples include NCCL (NVIDIA),
RCCL (AMD), and oneCCL (Intel) [6, 31, 45].

2.1.3 One-sided GPU Communication. For point-to-point commu-
nication, the libraries discussed above adopt a two-sided communi-
cation model, where both sender and receiver actively participate
in the data exchange. In contrast, one-sided communication allows
only one party, either the sender or the receiver, to initiate and
complete the transfer, while the other side remains passive. This
model is implemented by Partitioned Global Address Space (PGAS)
libraries such as OpenSHMEM and was introduced into the MPI
standard starting from version 2.0.

Recently GPU vendors have provided implementations of the
OpenSHMEM specification for GPUs, specifically NVIDIA’s NVSH-
MEM [44], AMD’s rocSHMEM [3] and Intel’s SHMEM [30]. These
GPU-based SHMEM libraries extend the OpenSHMEM API specifi-
cation, by providing stream-aware host-side APIs and device-side
APIs, to perform communication at a granularity involving single
GPU threads, warps or thread blocks.

2.1.4 GPU-initiated communication. Recent developments in inter-
connect technologies from GPU vendors have allowed support for
the InfiniBand verbs interface on GPUs. The GPU SHMEM libraries
are thus able to issue inter-node communication from the GPU di-
rectly to the NIC, bypassing the CPU entirely [1, 46, 49, 50]. Unlike
GPU-aware MPI and NCCL/RCCL, where GPU-to-GPU communi-
cation is still issued from the CPU, this allows true GPU-initiated
communication which can reduce the need for CPU-GPU synchro-
nization.

In this paper, we focus on GPU-initiated communication with
NVSHMEM, which is enabled by one of two underlying communi-
cation methods, known as IBRC and IBGDA (Infiniband GPUDirect
Async) [49]. Only the latter can be used in a mode where the GPU
is truly autonomous by explicitly disabling the use of a CPU proxy
thread. Otherwise, the proxy thread is used in IBGDA by notifying
the NIC and GPU at various times during communication. However,
we found that the system configurations of large GPU clusters, such
as BSC’s MareNostrum 5 and CINECA’s Leonardo, do not currently
support IBGDA. A smaller cluster, Wisteria, which is used in our
experiments in Section 4, does support IBGDA, but only in the
CPU proxy thread mode. Ultimately, we resorted to IBRC also in
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this case, because IBGDA showed worse performance for collective
communication with small message sizes.

We expect that AMD’s rocSHMEM can be used for similar one-
sided, GPU-initiated communication, but it is not supported on
LUMI, the AMD-based system used in our experiments (Section 4.1).

2.2 Conjugate gradient methods
Solving large systems of linear algebraic equations, in the form
of 𝐴𝑥 = 𝑏, is a central component in numerous applications of
computational science. The system matrix𝐴 is often ill-conditioned
and sparse (with very few nonzeros), so iterative linear solvers
constitute the most suitable strategy. The conjugate gradient (CG)
algorithm [27] is the best iterative solver when 𝐴 is symmetric and
positive-definite. CG is also important because its three compu-
tational kernels: vector addition (AXPY), dot-product (DOT) and
sparse matrix-vector multiplication (SpMV), are the building blocks
of other powerful iterative solvers that are based on Krylov sub-
spaces.

Each iteration of the original CG algorithm consists of three
AXPYs, two DOTs and one SpMV. All these kernels have very low
computational intensity, making parallel implementations of CG
very sensitive to the communication overhead. Scaling CG across
many GPUs is notoriously difficult due to the imbalance between
high GPU compute performance and relatively slow inter-GPU
communication.

We also include a pipelined CG variant [21] in this study. The
pipelined version aims to reduce the number of global synchroniza-
tions (e.g., due to MPI_Allreduce) at the cost of additional computa-
tions. We note that there are many variants of pipelined CG [12–14]
and s-step CG [9–11]. However, our goal is not to provide a compre-
hensive survey, but rather to focus on two widely used CG variants
and evaluate their parallel scalability in the context of modern
multi-GPU programming.

3 Implementation
This section describes in detail our multi-GPU CG implementations,
which are based on CPU- and GPU-initiated communication. The
CPU-initiated variants include implementations using GPU-aware
MPI, NCCL, and RCCL, while the GPU-initiated variant is built
on NVSHMEM. Each of these variants is implemented for both
the standard and pipelined CG algorithms. To ease the discussion,
we first review a typical single-GPU version with an emphasis on
CPU-GPU synchronisation and data transfers.

3.1 Single-GPU implementation of CG
A typical GPU implementation of CG (see Listing 1) offloads AXPY
(lines 10, 11 & 16), DOT (lines 3, 7 & 12) and SpMV (lines 2 & 6) to
the GPU. The other operations, such as computing the scalars 𝛼 and
𝛽 (lines 9 and 15) and testing for convergence (line 14), are usually
performed on the host CPU. This approach is the basis for the CG
implementation in the widely used numerical library PETSc [40].

Optimised DOT and AXPY kernels are available from vendor
BLAS libraries, i.e., cuBLAS [16] and hipBLAS [4]. Moreover, cuS-
PARSE [15] and hipSPARSE [5] provide optimised SpMV kernels
for common storage formats, such as compressed sparse row (CSR).

1 Input: 𝑨, 𝒃, 𝒙0, 𝜖

2 GPU SpMV: 𝒓0 ← 𝒃 − 𝑨 ∗ 𝒙0
3 GPU DOT: 𝜌0 ← 𝒓0 · 𝒓0; copy 𝜌0 from GPU to CPU
4 CPU SYNC: Wait until 𝜌0 is copied from GPU
5 GPU COPY: 𝒔 ← 𝒓0
6 For 𝑘 = 1, 2, . . . Do
7 GPU SpMV: 𝒕 ← 𝑨 ∗ 𝒔
8 GPU DOT: 𝛾 ← 𝒔 · 𝒕; copy 𝛾 from GPU to CPU
9 (*) CPU SYNC: Wait until 𝛾 is copied from GPU
10 (*) CPU: 𝛼 ← 𝜌𝑘−1/𝛾
11 (*) GPU AXPY: 𝒙𝑘 ← 𝛼𝒔 + 𝒙𝑘−1
12 GPU AXPY: 𝒓𝑘 ← −𝛼𝒕 + 𝒓𝑘−1
13 GPU DOT: 𝜌𝑘 ← 𝒓𝑘 · 𝒓𝑘; copy 𝜌𝑘 from GPU to CPU
14 CPU SYNC: Wait until 𝜌𝑘 is copied from GPU
15 CPU: If

√
𝜌𝑘 ≤ 𝜖

√
𝜌0 Then Exit (Converged)

16 (*) CPU: 𝛽 ← 𝜌𝑘/𝜌𝑘−1
17 (*) GPU AXPY: 𝒔 ← 𝛽𝒔 + 𝒓𝑘
18 End For

Listing 1: Pseudo-code for a typical single-GPU CG, e.g., as
implemented by PETSc. Lines marked with (*) are modified
in our version of CG (see Section 3.1.2).

The CSR SpMV kernel provided by cuSPARSE is based on the merge-
based SpMV algorithm [38], which has better load-balancing prop-
erties compared to a naive implementation.

3.1.1 Synchronisation. GPU kernels in CUDA/HIP execute asyn-
chronously, so explicit synchronisation is needed in Listing 1 before
the CPU can proceed with operations that depend on results pro-
duced by the GPU. Specifically, synchronisation is needed after the
DOTs that compute 𝛾 (line 8) and 𝜌𝑘 (line 13).

3.1.2 Our improvements. The synchronisation point associated
with 𝛾 (line 8) can be eliminated, if 𝛾 is retained in the GPU device
memory throughout the computation. Instead of returning the
result of the DOT kernel to the CPU, which implies a device-to-host
copy, we use cublasSetPointerMode in cuBLAS (and similarly for
hipBLAS) so that 𝛾 remains in the GPU device memory. However,
doing so forces all scalar coefficients to reside in the GPU device
memory, particularly those used as inputs to the AXPY kernels (e.g.,
𝛼 and 𝛽). We propose to fuse the computation of 𝛼 and 𝛽 with the
relevant AXPY kernels, rather than launching separate kernels to
compute those single scalar values.

We thus obtain a single-GPU implementation of CG, where only
a single synchronisation point is needed (line 13), i.e., prior to
the convergence test performed by the host. Furthermore, only a
single scalar value, 𝜌𝑘 , which represents the square of the (implicit)
residual norm, must be transferred to the host in each iteration.
Here, we delay the AXPY kernel that updates the solution vector
(line 11) until after the DOT kernel on line 13 and use GPU streams
to asynchronously overlap it with the copy of 𝜌𝑘 to the host.

3.2 Multi-GPU parallelization
3.2.1 Partitioning. To use CG in a distributed-memory parallel
setting with multiple GPUs, one must first distribute the work and
the associated data among the GPUs. A scalable algorithm must
1) distribute the matrix 𝐴, right-hand side 𝑏, and solution vector 𝑥 ,
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2) balance the computational load between GPUs, and 3) minimise
parallel overhead due to communication and synchronisation. We
follow common practice (e.g., PETSc [7], Hypre [20]) by distribut-
ing the matrix rowwise and partitioning the vectors accordingly.
Specifically, we use the METIS graph partitioner [33] to distribute
the matrix rows, which promotes load balance through constraints
and reduces communication volume by minimising the edge cut of
the unweighted, undirected graph corresponding to the symmetric,
sparse matrix 𝐴.

3.2.2 Communication. Two kinds of communication are needed in
the multi-GPU CG algorithm. First, since the vectors are distributed,
every dot product must be followed by a collective communication
in the form of an allreduce to sum up the partial results from all
GPUs. Second, SpMV operations require an additional communica-
tion step before they can be carried out on each GPU.

Consider an SpMV 𝑦 = 𝐴 ∗ 𝑥 and a rowwise matrix partitioning.
Each GPU possesses a partial matrix 𝐴(𝑝 ) and is responsible for
computing a partial output vector 𝑦 (𝑝 ) , both of which contain
values only from the rows that they were assigned. On any GPU,
a given value of 𝑥 is only needed if the corresponding column of
its partial sparse matrix 𝐴(𝑝 ) is nonzero. As a result, the typical
communication pattern that arises in connection with SpMV is an
irregular point-to-point communication that depends on the sparsity
pattern of the underlying matrix.

In light of these communication requirements, a common con-
vention is to divide amatrix𝐴(𝑝 ) into two parts,𝐴(𝑝 ) = 𝐴(𝑝 )+𝐴(𝑝 ) ,
and then perform a distributed SpMV in three steps:

(1) Multiply the local part 𝐴(𝑝 ) of the matrix with the local
part of 𝑥 that is readily available without the need for com-
munication.

(2) Perform point-to-point communication to receive 𝑥 , denot-
ing values of 𝑥 needed to perform the remaining SpMV.

(3) Multiply the remaining part𝐴(𝑝 ) of thematrix with 𝑥 , using
the values received during the point-to-point communica-
tion.

This method furthermore provides a possibility to overlap the com-
munication in step 2 with the SpMV computation in step 1, poten-
tially hiding the communication cost. The overlapping strategy is
used in PETSc and in our own CG implementations, as explained
in further detail below.

3.3 CG with host-initiated communication
The usual programming model with multiple GPUs requires the
host CPU to retain control over execution and initiate communica-
tion (in addition to launching GPU kernels andmanaging CPU-GPU
data transfers). In this subsection, we discuss our implementation
of distributed-memory parallel CG using host-initiated commu-
nication with GPU-aware MPI or NCCL/RCCL. A pseudo-code is
shown in Listing 2. Partial matrices and vectors are denoted with
a superscript, e.g., 𝑨(𝑝 ) and 𝒃 (𝑝 ) , but we omit the superscript for
the auxiliary vectors (i.e., 𝒓 , 𝒔 and 𝒕) for the sake of readability.

SpMV, AXPY and DOT kernels are now performed by GPUs on
their local matrices and vectors. The scalars 𝛼 , 𝛽 and 𝛾 remain in
GPU memory throughout, and the computation of the former two
is fused with AXPY kernels (lines 17, 21 and 24). CPUs launch all

1 Input: 𝑨(𝑝 ) = 𝑨̄(𝑝 ) + 𝑨̂(𝑝 ), 𝒃 (𝑝 ), 𝒙
(𝑝 )
0 , 𝜖

2 GPU SpMV: 𝒓0 ← 𝒃 (𝑝 ) − 𝑨(𝑝 ) ∗ 𝒙 (𝑝 )0
3 GPU DOT: 𝜌

(𝑝 )
0 ← 𝒓0 · 𝒓0

4 (+) CPU SYNC: Wait until 𝜌
(𝑝 )
0 is ready on GPU

5 ALLREDUCE: 𝜌0 ←
∑

𝑝 𝜌
(𝑝 )
0

6 GPU COPY: 𝒔 ← 𝒓0
7 For 𝑘 = 1, 2, . . . Do
8 GPU PACK: Pack 𝒔 for sending
9 (+) CPU SYNC: Wait until 𝒔 is ready on GPU
10 P2P COMM: Start sending 𝒔 to remote GPUs

11 GPU SpMV: 𝒕 ← 𝑨̄(𝑝 ) ∗ 𝒔
12 P2P SYNC: Wait until 𝒔 is received

13 GPU SpMV: 𝒕 ← 𝒕 + 𝑨̂(𝑝 ) ∗ 𝒔
14 GPU DOT: 𝛾 (𝑝 ) ← 𝒔 · 𝒕
15 (+) CPU SYNC: Wait until 𝛾 (𝑝 ) is ready on GPU

16 ALLREDUCE: 𝛾 ← ∑
𝑝 𝛾
(𝑝 )

17 GPU AXPY: 𝛼 ← 𝜌𝑘−1/𝛾; 𝒓𝑘 ← −𝛼𝒕 + 𝒓𝑘−1

18 GPU DOT: 𝜌
(𝑝 )
𝑘
← 𝒓𝑘 · 𝒓𝑘

19 (+) CPU SYNC: Wait until 𝜌
(𝑝 )
𝑘

is ready on GPU

20 ALLREDUCE: 𝜌𝑘 ←
∑

𝑝 𝜌
(𝑝 )
𝑘

; start copying 𝜌𝑘 to CPU

21 GPU AXPY: 𝛼 ← 𝜌𝑘−1/𝛾; 𝒙
(𝑝 )
𝑘
← 𝛼𝒔 + 𝒙 (𝑝 )

𝑘−1
22 CPU SYNC: Wait until 𝜌𝑘 is copied from GPU
23 CPU: If

√
𝜌𝑘 ≤ 𝜖

√
𝜌0 Then Exit (Converged)

24 GPU AXPY: 𝛽 ← 𝜌𝑘/𝜌𝑘−1; 𝒔 ← 𝛽𝒔 + 𝒓𝑘
25 End For

Listing 2: Our multi-GPU implementation of CG with host-
initiated communication. Some synchronisation points are
mandatory for GPU-aware MPI, but they are not needed for
stream-awareGPU communication (e.g., NCCL/RCCL). These
are indicated by lines marked with (+).

kernels asynchronously, initiate asynchronous transfers of 𝜌𝑘 from
GPUs (line 20), and synchronise with their GPU on line 22, before
carrying out the convergence test.

Finally, host CPUs initiate all communication between GPUs.
Each DOT kernel is immediately followed by a collective allreduce
operation (lines 5, 16 and 20). Point-to-point communication asso-
ciated with SpMV (lines 8–12) starts with i) packing messages on
the GPU, followed by ii) posting (non-blocking) message sends and
receives from the CPU, and iii) waiting for messages to be received.
The local part of the SpMV is carried out in the meantime to overlap
with the communication.

In any case, the data itself travels directly between peer GPU
memories, if they are connected directly (e.g., NVLink or Infinity
Fabric), or between GPU and NIC, provided that the underlying
communication library supports it.

3.3.1 GPU-aware MPI. In the case of MPI, the necessary collec-
tive operations are performed with MPI_Allreduce. Point-to-point
communication uses persistent, non-blocking send/receive, later
followed by MPI_Waitall to ensure completion. Persistent APIs
reduce overhead [34] compared to standard MPI_Isend/MPI_Irecv
by instead calling MPI_Isend_init and MPI_Irecv_init only once
during setup, and then invoking MPI_Startall for each point-to-
point exchange. We assume that the MPI library is GPU-aware,
so that pointers to GPU memory are passed directly to MPI calls,
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and that it supports asynchronous progress, so that point-to-point
communication overlaps with SpMV computation.

Nevertheless, MPI communication imposes a need for additional
synchronisation points, because the host CPU must wait for data
produced by the GPU before it can be used in the appropriate
MPI calls. This limitation arises from the discrepancy between the
MPI programming model and the asynchronous execution model
that pervades GPU programming. Specifically, in Listing 2, three
additional synchronisation points are needed in each CG iteration.
In practice, the host CPU calls, e.g., cudaDeviceSynchronize, on
lines 9, 15 and 19, to ensure prior GPU kernels complete before
calling MPI_Isend (or MPI_Startall) (line 10) and MPI_Allreduce
(lines 16 and 20).

3.3.2 NCCL/RCCL. GPU collective communication libraries of-
fer direct equivalents for most MPI calls. In particular, we use
ncclAllReduce to perform allreduce operations for both NCCL and
RCCL. (Note that the libraries share identical APIs.) Non-blocking
point-to-point communication is achieved by enclosing a group
of calls to ncclSend and ncclRecv with calls to ncclGroupStart
and ncclGroupEnd.

Furthermore, NCCL and RCCL avoid the problem of excessive
CPU-GPU synchronisation, because communication can be queued
asynchronously by the host CPU onto GPU streams. Communica-
tion is thus carried out by the GPU as soon as previously queued
kernels are completed. There is no need for the CPU to wait un-
til the GPU is finished, and then have the GPU wait idly for the
CPU again until the communication is initiated. In Listing 2, the
SpMV, AXPY and DOT kernels are executed in the default stream,
whereas message packing (line 8), ncclSend and ncclRecv (line
10) are executed in a secondary, non-blocking stream, allowing it to
overlap with local SpMV (line 11). The synchronisation on line 12 is
achieved by asynchronously recording an event (cudaEventRecord
or hipEventRecord) in the secondary stream and making the de-
fault stream wait until the event has been reached.

3.4 CG with GPU-initiated communication
In this subsection, we present a novel implementation of CG that
departs from the traditional model of offloading a sequence of
individual kernels to the GPU. This work improves the CPU-free,
autonomous execution model proposed by Ismayilov et al. [32].
Our motivation stems from the fact that coordination between CPU
and GPU inevitably incurs overheads related to kernel launches,
CPU-GPU synchronisation and data transfers. Here we pose the
question: Can these overheads be avoided by offloading the entire
CG algorithm to the GPU in a single, monolithic kernel?

Our implementation relies on two recent developments in GPU
programming. The first is cooperative groups (since CUDA 9/ROCm
5), a feature that allows grid-wide synchronisation within CUD-
A/HIP kernels. The term grid refers to all of the GPU threads execut-
ing a kernel together on the GPU. Previously, the primary method
of achieving synchronisation among all threads in a grid was to
end the kernel and then have the CPU launch a new one. With
cooperative groups, one can instead insert synchronisation points
directly into the GPU kernel code to ensure that all threads (or a
subset of threads) reach the same point before proceeding. This is

1 Input: 𝑨(𝑝 ) = 𝑨̄(𝑝 ) + 𝑨̂(𝑝 ) , 𝑨̂
(𝑝 )

, 𝒃 (𝑝 ) , 𝒙
(𝑝 )
0 , 𝜖

2 GRID SpMV: 𝒓0 ← 𝒃 (𝑝 ) − 𝑨(𝑝 ) ∗ 𝒙 (𝑝 )0
3 GRID DOT: 𝜌

(𝑝 )
0 ← 𝒓0 · 𝒓0

4 GRID SYNC: Wait for all GPU threads

5 ALLREDUCE: 𝜌0 ←
∑
𝑝 𝜌
(𝑝 )
0

6 GRID SYNC: Wait for all GPU threads
7 GRID COPY: 𝒔 ← 𝒓0
8 For 𝑘 = 1, 2, . . . Do

9 THREAD 0: 𝛼 ← 𝜌
(𝑝 )
𝑘−1; 𝛽 ← 𝜌

(𝑝 )
𝑘−1

10 GRID SYNC: Wait for all GPU threads

11 THREAD 0: 𝛾 ← 0; 𝜌
(𝑝 )
𝑘
← 0

12 GRID COPY: 𝒕 ← 0
13 GRID SYNC: Wait for all GPU threads
14 GRID PACK: Pack 𝒔 for sending to remote GPU
15 P2P WAIT: Wait for ready signal from remote GPUs
16 GRID SYNC: Wait for all GPU threads
17 P2P SIGNAL: Put-with-signal 𝒔 to remote GPUs

18 GRID SpMV: 𝒕 ← 𝑨̄(𝑝 ) ∗ 𝒔
19 P2P WAIT: Wait for signal that 𝒔 is received
20 P2P SIGNAL: Unpack message to 𝒔; signal to remote GPUs
21 GRID SYNC: Wait for all GPU threads

22 GRID SpMV: 𝒕 ← 𝒕 + 𝑨̂(𝑝 ) ∗ 𝒔
23 GRID SYNC: Wait for all GPU threads

24 GRID DOT: 𝛾 (𝑝 ) ← 𝒔 · 𝒕
25 GRID SYNC: Wait for all GPU threads

26 ALLREDUCE: 𝛾 ← ∑
𝑝 𝛾 (𝑝 )

27 GRID SYNC: Wait for all GPU threads

28 GRID AXPY: 𝛼 ← 𝜌𝑘−1/𝛾; 𝒙
(𝑝 )
𝑘
← 𝛼𝒔 + 𝒙 (𝑝 )

𝑘−1
29 GRID AXPY: 𝛼 ← 𝜌𝑘−1/𝛾; 𝒓𝑘 ← −𝛼𝒕 + 𝒓𝑘−1
30 GRID DOT: 𝜌

(𝑝 )
𝑘
← 𝒓𝑘 · 𝒓𝑘

31 GRID SYNC: Wait for all GPU threads

32 ALLREDUCE: 𝜌𝑘 ←
∑
𝑝 𝜌
(𝑝 )
𝑘

33 GRID SYNC: Wait for all GPU threads
34 GRID: If

√
𝜌𝑘 ≤ 𝜖

√
𝜌0 Then Exit (Converged)

35 GRID AXPY: 𝛽 ← 𝜌𝑘 /𝜌𝑘−1; 𝒔 ← 𝛽𝒔 + 𝒓𝑘
36 End For

Listing 3: Our monolithic, multi-GPU implementation of CG
with GPU-initiated communication.

needed, for instance, to make the result of a dot product available
to all GPU threads in a grid for use in subsequent computations.

Second, with the support of GPU-initiated communication, the
point-to-point and collective communications needed in multi-GPU
CG can be invoked from within the GPU kernel code itself. For
this, we use NVIDIA’s NVSHMEM, which offers one-sided, GPU-
initiated communication primitives. AMD’s counterpart, rocSH-
MEM, can be substituted and used, but is unfortunately not sup-
ported on LUMI, the AMD-based system used in our experiments
(Section 4.1).

A pseudo-code for ourmonolithic CG kernel is shown in Listing 3.
Most operations are performed jointly by all threads in the grid
(indicated with GRID), while some are carried out by a single thread
(THREAD 0). Point-to-point communication (described in detail
below) also involves operations at the granularity of a thread block.

3.4.1 BLAS operations. Vendor-optimised BLAS kernels (e.g., cuS-
PARSE/hipSPARSE) are generally not available to be used from
within a GPU kernel, and we therefore provide our own versions.
AXPY is implemented as a grid-stride loop, whereas DOT is a grid-
stride loop over the vector entries, followed by a tree-based, warp-
level reduction and atomic operations to sum contributions from all
warps. A subsequent grid-wide synchronisation is needed to ensure
that all warps have finished. Finally, we implement SpMV using
the merge-based algorithm [38], which is also used by cuSPARSE.
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3.4.2 Communication. For allreduce, we use NVSHMEM’s built-
in collectives (nvshmem_double_sum_reduce), called from a single
GPU thread. Although NVSHMEM allows a full warp or thread
block to join the communication, we saw no performance benefit
in the case of communicating only a single scalar value.

We implement one-sided point-to-point communication by send-
ing each message in a non-blocking put-with-signal operation, i.e.,
nvshmemx_double_put_signal_nbi_block is called by an entire
thread block, which is recommended to achieve higher throughput,
especially for communication over NVLink [44]. Signals are used as
a mechanism by the sender to indicate when it has finished deposit-
ing its message in the recipient’s buffer. They are also used by the
recipient to notify the sender (nvshmem_signal_op) when the mes-
sage has been unpacked from the recipient’s buffer, which can then
be reused for the next message. GPUs typically receive messages
from multiple remote GPUs, and different messages are handled
by different thread blocks and its own pair of signals. In lines 15
and 19 in Listing 3, a single thread in the block waits for the signal
(nvshmem_signal_wait_until) and a block-wide synchronisation
is performed before all threads in the block proceed.

3.4.3 Synchronisation. While the monolithic approach completely
eliminates any form of CPU-GPU synchronisation, there are still a
number of GPU-wide synchronisation points present. It is prudent
to keep these to a minimum, as they are expensive, but cannot be
avoided when work is distributed across multiple thread blocks
and data dependencies between thread blocks arise. This is clearly
the case for dot products and allreduce communication, but it also
occurs due to scalars 𝛼 , 𝛽 , 𝛾 and 𝜌

(𝑝 )
𝑘

being shared by all threads.
Grid synchronisation is also needed specifically due to using the
merge-based SpMV algorithm, because it assigns threads to entries
of the input/output vectors in a different way than the surrounding
BLAS operations.

3.4.4 Programming challenges. While programming distributed-
memory GPU codes already presents many difficulties, using a
one-sided communication model, such as NVSHMEM, poses ad-
ditional challenges. The programmer must be even more aware
of synchronisation and manage it explicitly to ensure that remote
data is read or written at the right time. More specifically related to
GPU-initiated communication, NVSHMEM generally offers three
APIs for the same operation at different levels of granularity. The
programmer must decide if a communication primitive, e.g., a put
or allreduce operation, should be performed by a single GPU thread,
or a group of threads in the form of a warp or a thread block. Such
choices impact synchronisation that may need to be performed by
the GPU threads, and it is often unclear what implications such
choices have for intranode (e.g., NVLink) and internode (e.g., Infini-
band) communication performance.

3.5 Pipelined CG
Our implementations of multi-GPU pipelined CG with CPU- and
GPU-initiated communication both follow the same principles as
outlined in the previous two sections. The main difference is that
the two allreduce collective communications are instead combined
into a single allreduce operation in pipelined CG. In turn, pipelined
CG performs six AXPY operations per iteration instead of three,

thus requiring more FLOPs. It also requires three additional vectors
in the working memory, which can negatively impact data locality.
Nonetheless, an overall benefit is expected when the number of
GPUs is very large and allreduce becomes a dominating factor. This
version of pipelined CG is known as Pipelined Chronopoulos/Gear
CG, shown as Algorithm 3 in Ghysels and Vanroose [21].

4 Experiments
We evaluate the performance of our proposed CG and pipelined
CG implementations on three supercomputers with NVIDIA and
AMD GPUs. In these experiments, we refer to our CG implemen-
tations as aCG. The versions with CPU-initiated communication
(Section 3.3) based on GPU-aware MPI, NCCL and RCCL are termed
aCG (MPI), aCG (NCCL) and aCG (RCCL), respectively, whereas the
GPU-initiated communication version (Section 3.4) is referred to as
aCG (NVSHMEM). PETSc’s CG and pipelined CG implementations,
which are based on GPU-aware MPI, are used for comparison.

4.1 Experimental setup
4.1.1 Supercomputers. We use three different supercomputers for
our experiments, whose technical specifications are described be-
low. Note that we report all network bandwidths as unidirectional
values.

LUMI is an AMD-basedmachine with 2 978 nodes in the LUMI-G
partition. Each node features one 64-core AMD Trento EPYC 7A53
CPU and four AMD Instinct MI250X Accelerators, consisting of two
Graphics Compute Dies (GCDs) each. The GCDs are accessed as
individual GPUs, for a total of 8 GPUs per node. Each pair of GPUs
is connected by one to four Infinity Fabric links with a bandwidth
of 400 Gb/s each. The network is a Cray Slingshot 11 interconnect
with Dragonfly topology, and each node has four HPE Cray Cassini-
1 NICs with a bandwidth of 200 Gb/s each. The NICs are directly
connected to the GPUs. On LUMI, we use ROCm 6.0.3 with RCCL
2.18.3 and Cray MPICH 8.1.29.

MareNostrum 5 has 1 120 nodes in the Accelerated (ACC) par-
tition, each of which has four NVIDIA H100 GPUs with 64 GB of
HBM2e and two Intel Xeon Platinum 8460Y+ 40-core CPUs. All GPU
pairs are connected via NVLINK 4.0 with a bandwidth of 1.2 Tb/s.
Each GPU is also connected to an NVIDIA ConnectX-7 NIC with
200 Gb/s. The network is NDR Infiniband with a three-layer fat-tree
topology [8]. The system’s policies limit jobs to 100 nodes (400
GPUs), of which we use up to 64 nodes (256 GPUs).

Wisteria is a smaller system whose Wisteria-A (Aquarius) parti-
tion consists of 32 nodes with tightly coupled NVIDIA GPUs. Each
node has 8 NVIDIA A100-SXM4-40GB GPUs, two Intel Xeon Plat-
inum 8360Y CPUs, and 4 Mellanox ConnectX-6 NICs with 100 Gb/s.
The GPUs are arranged in an HGX configuration, which allows all
pairs to communicate at 2.4 Tb/s simultaneously. The network is
HDR Infiniband with a full bisection bandwidth fat-tree topology.
The maximum number of nodes per job is 8 (64 GPUs).

4.1.2 Software. On MareNostrum, we use NVIDIA HPC SDK 25.1,
CUDA 12.6 and HPC-X MPI 2.21, whereas on Wisteria we have
NVIDIA HPC SDK 24.1, CUDA 12.3 and HPC-X MPI 2.17.1. On
both machines, we use NCCL 2.18.5 and NVSHMEM 3.1.7 with
the IBRC transport (see Section 2.1.4). The IBGDA transport is not
supported on MareNostrum and we disabled it onWisteria due to
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Table 1: Sparse matrices used in experiments

Nonzeros/Row

Matrix Rows Nonzeros Min/Max/Mean

Queen_4147 4,147,110 316,548,962 24 / 81 / 76.3
Bump_2911 2,911,419 127,729,899 1 / 195 / 43.9
Cube_Coup_dt6 2,164,760 124,406,070 24 / 68 / 57.5
Flan_1565 1,564,794 114,165,372 24 / 81 / 73.0
audikw_1 943,695 77,651,847 21 / 345 / 82.3
Serena 1,391,349 64,131,971 15 / 249 / 46.1

poisson1d 1,073,741,824 3,221,225,470 2 / 3 / 3.0
heart15 874,424,445 7,185,411,541 5 / 77 / 8.2

lower allreduce performance compared to IBRC. PETSc 3.21.5 and
METIS 5.1.0 are used on all systems.

The solver codes, including PETSc, are highly tuned through the
same compiler flags for the host CPU (e.g., -O3 -march=native)
and optimised for the GPU architecture (e.g., using NVCC com-
piler flags -gencode=arch=compute_80,code=sm_80 for NVIDIA
A100, and HIP compiler flags –offload-arch=gfx90a for MI250X).
Regarding communication, we have ensured that collectives are
optimised by using NVIDIA’s HPC-X and HCOLL for optimised col-
lectives on MareNostrum and Wisteria, and vendor-optimised Cray
MPICH on LUMI. Furthermore, we have used the recommended
tuning from [18].

4.1.3 Test matrices. The matrices used in this study are listed in
Table 1. We selected the largest relevant ones, i.e., real-valued and
symmetric, from SuiteSparse [17]. In addition, we created two larger
matrices for the scaling experiments. The first is a tridiagonal matrix
from discretising a 1D Poisson equation on a uniform grid, designed
to stress the DOT and AXPY kernels and global reductions. The
second is an irregular matrix from a 3D cardiac monodomain sim-
ulation on an unstructured, tetrahedral mesh based on a realistic
geometry of the human heart [37]. The last matrix is representative
of applying a linear finite element method on a real geometry.

4.1.4 Reported measurements. For each matrix, we create a manu-
factured solution vector 𝑥∗ by generating uniformly random values
in the range [−1, 1] and then normalising, so that the 2-norm of
𝑥∗ is equal to one. The corresponding right-hand side is computed
by multiplying 𝑏 = 𝐴𝑥∗, and the linear system is solved with a
zero initial guess and a tolerance of 10−6 for the relative residual
∥𝑏 −𝐴𝑥 ∥/∥𝑏∥.

Solver time is measured by the host CPU on each MPI pro-
cess using clock_gettime. All solvers perform 10 warmup iter-
ations followed by MPI barrier and CPU-GPU synchronisation (e.g.,
cudaDeviceSynchronize) prior to starting the timer. CPU-GPU
synchronisation is also performed before stopping the timer to en-
sure GPUwork completion. We then report the maximum time over
all MPI processes involved. For a given matrix and GPU count, we
use identical matrix partitioning and measure all solvers including
PETSc within the same job submission, ensuring consistent parti-
tioning, nodes, and GPUs for fair comparison. Each measurement
is repeated three times, and the best result is reported to minimize
the impact of outliers or transient network issues.

For our CG solvers with CPU-initiated communication, we also
perform some additional measurements for detailed analysis, where
individual GPU kernel times are measured through manual, fine-
grained instrumentation and accurate CUDA/HIP event-based tim-
ing. The overhead of this instrumentation is generally below 5%.

In addition to solver times, we calculate FLOP rates and memory
throughput by counting SpMV, DOT, and AXPY operations along
with their corresponding FLOPs and memory traffic. We distinguish
DOT from NRM2, the latter being a dot product of a vector with
itself. For a matrix with𝑚 rows and 𝑛 nonzeros, the FLOP count is
2𝑛 for SpMV and 2𝑚 for DOT, NRM2 and AXPY, whereas memory
traffic in bytes is 20(𝑛 +𝑚) for SpMV, 24𝑚 for AXPY, 16𝑚 for DOT
and 8𝑚 for NRM2. Values are assumed to be in double precision
floating point, whereas indices are 4-byte integers. Moreover, 𝑘
iterations of CG result in 𝑘 + 1 SpMV, 𝑘 DOT, 𝑘 + 1 NRM2, and
3𝑘 AXPY operations. In comparison, 𝑘 iterations of pipelined CG
performs 𝑘 + 2 SpMV, 𝑘 DOT, 𝑘 NRM2 and 6𝑘 AXPY operations.

4.2 SuiteSparse experiments
4.2.1 Single GPU performance. We first test the solvers on the
matrices from SuiteSparse using a single GPU. Since there is no
communication in this scenario, we refer to our single-GPU CG
implementation from Section 3.3 as aCG (standard) and the single-
GPU monolithic version from Section 3.4 as aCG (monolithic).

Large variations in running time is expected between different
matrices due to matrix size and the different number of iterations
the solver takes to converge. However, for a given matrix, the
iteration counts are roughly the same across solvers and machines,
but may vary slightly due to round-off errors. As a result, we only
show iteration counts from measurements on one of the machines
(in this case MareNostrum 5).

Results are shown in Table 2. aCG (standard) consistently outper-
forms PETSc by approximately 5–10%, primarily due to the synchro-
nization improvements discussed in Section 3.1.2. It is also about
5–10% faster than aCG (monolithic), mainly because the latter uses
our own merge-based SpMV implementation. Recall that aCG (stan-
dard) and PETSc both benefit from cuSPARSE/hipSPARSE’s opti-
mized SpMV. An exception to this trend is Queen_4147 on AMD
MI250X, where our merge-based SpMV outperforms the one from
hipSPARSE on this particular matrix. Since aCG (monolithic) and
PETSc provide roughly the same performance, we conclude that
the monolithic approach indeed has less overhead, and the impact
is comparable to the difference between our own and the vendor-
optimised SpMV kernels.

We also list the FLOP rate in GFLOP/s, which is based on the
total calculated number of FLOPs for all iterations, as described in
Section 4.1.4 above. These values are fairly constant for each solver
and GPU, except for Queen_4147 on MI250X.

More importantly, the attained memory bandwidth is close to
the maximum of 1.6 TB/s (MI250X GCD), 1.56 TB/s (A100), and
2.02 TB/s (H100). Note that MareNostrum 5 uses the 64GB version
of the H100, which has lowermemory bandwidth than the full 80 GB
SXM version. Due to the large caches of both NVIDIA GPUs of
40MB (A100) and 30MB (H100), calculated bandwidth exceeds the
available memory bandwidth as some vectors are partially cached.
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Table 2: Single GPU performance of aCG and PETSc on all three machines. TB/s refers to the calculated memory throughput.
The single-GPU versions of our CG algorithms from Sections 3.3 and 3.4 are referred to as aCG (standard) and aCG (monolithic).

Single GPU Performance MI250X GCD (LUMI) A100 (Wisteria) H100 (MareNostrum 5)

Matrix Solver Iterations Time [s] GFLOP/s TB/s Time [s] GFLOP/s TB/s Time [s] GFLOP/s TB/s

Queen_4147 PETSc 26 418 251.86 73.28 0.74 99.54 186.52 1.88 85.80 215.69 2.18
aCG (standard) 26 165 247.54 74.97 0.76 94.10 198.43 2.00 79.91 229.36 2.32
aCG (monolithic) 26 642 153.95 117.26 1.18 102.47 180.41 1.82 87.32 213.72 2.16

Bump_2911 PETSc 25 035 53.26 133.17 1.35 43.67 167.73 1.70 36.40 195.72 1.99
aCG (standard) 25 290 50.10 143.84 1.46 39.84 185.94 1.89 33.62 214.09 2.18
aCG (monolithic) 26 342 63.04 115.79 1.18 42.88 174.45 1.77 37.44 200.20 2.03

Cube_Coup_dt6 PETSc 408 0.80 140.96 1.43 0.64 175.93 1.78 0.54 207.81 2.10
aCG (standard) 408 0.75 150.50 1.52 0.60 188.75 1.91 0.51 221.56 2.24
aCG (monolithic) 408 0.98 115.39 1.17 0.64 177.88 1.80 0.56 203.25 2.06

Flan_1565 PETSc 1 158 2.39 121.59 1.23 1.60 181.38 1.83 1.35 215.70 2.18
aCG (standard) 1 155 2.27 127.91 1.29 1.46 198.04 2.00 1.26 229.33 2.32
aCG (monolithic) 1 154 2.39 121.24 1.22 1.58 183.82 1.86 1.35 214.35 2.16

audikw_1 PETSc 4 753 7.11 110.99 1.12 4.32 183.89 1.86 3.67 213.21 2.15
aCG (standard) 4 772 6.81 117.34 1.18 3.83 204.65 2.07 3.36 233.98 2.36
aCG (monolithic) 4 941 6.78 117.44 1.19 4.41 183.18 1.85 3.82 213.05 2.15

Serena PETSc 3 700 4.37 121.48 1.23 3.17 168.13 1.71 2.66 199.05 2.02
aCG (standard) 3 703 4.03 132.20 1.34 2.77 191.95 1.95 2.39 221.69 2.25
aCG (monolithic) 3 745 4.68 114.15 1.16 3.07 174.62 1.77 2.81 190.47 1.93
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Figure 1: Speedups on SuiteSparse instances on LUMI and Wisteria. Value are relative to the running time of aCG (MPI) on one
A100 GPU. A log scale is used on the horisontal axis.
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Table 3: Performance per GPU for the large matrix instances of the base configuration of 64 GPUs on LUMI and 16 GPUs on
MareNostrum 5. Time is given in seconds. For aCG with GPU-initiated communication, results are only shown onMareNostrum
5, since LUMI does not support rocSHMEM.

Performance per GPU LUMI (64 GPUs; AMD MI250X GCD) MareNostrum 5 (16 GPUs; NVIDIA H100)

CG Pipelined CG CG Pipelined CG

Solver Time [s] GFLOP/s TB/s Time [s] GFLOP/s TB/s Time [s] GFLOP/s TB/s Time [s] GFLOP/s TB/s

po
is
so
n1

d PETSc 2.86 87.43 0.96 4.78 71.88 0.81 8.81 113.34 1.25 15.76 87.16 0.98
aCG (MPI) 2.20 113.64 1.25 2.77 123.96 1.40 6.83 146.29 1.61 8.35 164.54 1.86
aCG (RCCL/NCCL) 2.49 100.23 1.10 2.90 118.41 1.33 6.82 146.59 1.61 8.33 164.98 1.86
aCG (NVSHMEM) 8.00 124.91 1.37 9.53 144.38 1.63

he
ar
t1
5 PETSc 0.57 93.13 0.97 0.73 84.09 0.89 1.27 162.71 1.69 1.88 129.55 1.37

aCG (MPI) 0.49 105.12 1.09 0.57 107.99 1.14 1.09 189.72 1.97 1.25 194.67 2.06
aCG (RCCL/NCCL) 0.53 98.26 1.02 0.61 100.71 1.07 1.11 185.97 1.93 1.24 194.86 2.07
aCG (NVSHMEM) 1.46 143.95 1.50 1.63 151.21 1.60

4.2.2 Scalability. Next, we study the scaling on the SuiteSparse
matrices, using up to 32 GCDs/GPUs on LUMI and Wisteria, as
most matrices are too small to benefit from larger GPU counts.
Our versions of multi-GPU CG with CPU-initiated communication
are derived from aCG (standard) and are referred to as aCG (MPI)
or aCG (RCCL/NCCL), depending on the underlying communica-
tion library that is used. The monolithic CG implementation is
aCG (NVSHMEM), and there is no counterpart for AMD GPUs due
to lack of rocSHMEM support on LUMI.

Results are shown in Figure 1. On both machines, aCG (MPI) is
consistently ahead of PETSc, though the difference for 32 GPUs is
10–22 % on Wisteria, but only 2–6 % on LUMI. Furthermore, NCCL
performs on average 7 % better than aCG (MPI) for intranode com-
munication on Wisteria (i.e., up to 8 GPUs), while the internode
case of 16 and 32 GPUs is less clear and depends on the matrix.
RCCL performs similar to aCG (MPI), but very poorly on 32 GPUs.
More detailed profiling shows that the difference is due to allreduce,
which is 2.3 to 3.0× faster when using MPI. aCG (NVSHMEM) lags
behind the other solvers on the A100 but catches up for 32 GPUs on
the small instances. This suggests that its main advantage, reduced
synchronization latency, is present but not large enough to compete
with the other solvers at the scale of 32 GPUs.

If we consider one of LUMI’s full MI250X accelerators, which
consists of 2 GCDs/GPUs, then we find that its performance is
between 10 and 40% higher than the performance of an NVIDIA
A100 GPU (see Table 2). Thus, while detailed energy measurements
are beyond the scope of this paper, the results indicate that the
GPUs have a similar performance per watt since the MI250X has a
20% higher TDP.

4.2.3 Comparison to other works. Finally, we compare results from
Table 2 and Figure 1 for our monolithic, NVHSMEM-based solver
on NVIDIA A100 to results reported by Ismayilov et al. [32] and
Ma et al. [35] concerning similar CG solvers, also based on NVSH-
MEM. We focus on the matrix Flan_1565, since it is used in all three
studies. On a single A100 GPU, the performance is 397.5, 880 and
732.9 iterations per second for [32], [35] and our implementation,
respectively. The differences are attributed to different SpMV ker-
nels used in each case. The use of tensor cores in [35] provides

about 20% speedup over the vendor’s cuSPARSE kernels used in
our implementation.

On 8 A100s in a single node, connected with NVLink, the perfor-
mance is 2458.5 and 3121.9 iterations per second for [32] and our
implementation, respectively. The results are thus roughly com-
parable in the single-node scenario. We also performed additional
experiments using the code provided by Ismayilov et al. [32], and
found that performance drops dramatically to 2.0 iterations per
second in a 2-node setup (16 GPUs) due to inefficient P2P com-
munication. We expect the implementation by Ma et al. [35] to
perform similarly, because it is based on the same P2P communica-
tion scheme. Ultimately, the communication-related improvements
presented in this paper allow our monolithic, NVSHMEM-based
solver to scale to multiple nodes and large GPU counts.

4.3 Large-scale experiments
We test the solvers as well as their pipelined versions on the large
matrix instances, using up to 256 GPUs on MareNostrum 5 and up
to 1024 GPUs on LUMI. The job size limit of 64 GPUs onWisteria
prevents us from running large scale experiments on that machine.
As before, aCG with GPU-initiated communication is only shown
for NVSHMEM, as there is no support for rocSHMEM on LUMI.

4.3.1 Baseline performance. Table 3 shows the runtime and perfor-
mance per GPU of the CG and pipelined CG solvers for 64 GPUs on
LUMI and 16 GPUs on MareNostrum 5. For the matrix poisson1d,
all solvers perform 930 iterations, whereas for heart15, the iteration
counts range from 92 to 95. In any case, the FLOP rates and mem-
ory throughput reported for each solver factors out differences in
iteration counts.

The fact that aCG (MPI) and aCG (RCCL/NCCL) outperform
PETSc by 15–30 % highlights that the benefit of reducing synchroni-
sation carries over from the single GPU case. Interestingly, the gap
betweenMPI and RCCL is far smaller than it was for the SuiteSparse
matrices in Figure 1, as allreduce is not yet dominating performance
at this scale. PETSc and NVSHMEM are considerably slower, with
the pipelined version from PETSc performing especially weak.

Note that the pipelined versions perform a larger number of
operations to obtain the same result. Thus, their FLOP rates and
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attained bandwidths are higher, even though they take a longer
time to solution. MPI and NCCL perform very similarly.

4.3.2 Scalability. Scaling to larger runs is shown in Figures 2 and
3 for LUMI and MareNostrum 5, respectively. As discussed above,
we compare time to solution rather than FLOPs, using the time of
aCG (MPI) in Table 3 as the basis for speedup.

For poisson1D on LUMI, we observe that the pipelined version of
aCG (MPI) scales better. This is expected since the runtime of this
instance is dominated by allreduce, and the pipelined versions only
perform one such operation per time step. More detailed analysis
shows that aCG (MPI) spends 53% of the time in allreduce for
1024 GPUs. Furthermore, our measurements show that PETSc’s
CG outperforms aCG for very large GPU counts (512 or more).
Further experiments confirm that it is in fact better to let the CPU

perform the reduction on data located in host memory, which PETSc
does, instead of passing a pointer to GPU memory when calling
MPI_Allreduce. In this case, the lower latency of performing the
reduction on data in host memory outweighs the additional CPU-
GPU data copies and synchronisation that is needed.

For heart15 on LUMI, where running time is far more dependent
on the point-to-point communication, the differences are much
smaller. Both CG and pipelined CG scale well and attain similar
performance for aCG (MPI) and PETSc. aCG (RCCL), on the other
hand, scales poorly, which is in stark contrast to NCCL.

On MareNostrum 5, the NCCL versions perform best when allre-
duce is emphasised (poisson1d), whereas MPI performs best when
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point-to-point communication is most important (heart15). Specifi-
cally, for 256 GPUs, NCCL is about 5–10 % faster than MPI on pois-
son1D, whereas MPI is about 10% faster than NCCL for heart15.
The NVSHMEM versions are in any case catching up, and it is
likely that for an even larger system, they would be able to out-
perform the alternatives. PETSc’s pipelined CG again performs
poorly, though further experiments beyond 256 GPUs are needed
to conclude about its scalability. Apart from that, the difference
between CG and pipelined CG is less pronounced on MareNostrum
5, indicating that allreduce is not a major bottleneck.

Overall, the codes show excellent strong scaling behavior with
the best solvers maintaining a parallel efficiency of 76 % for 256
GPUs and 46 % for 1024 GPUs. This suggests that they are suitable
for solving extremely large systems.

5 Related work
Communication is a bottleneck in large-scale systems and adoption
of GPUs has focused the attention on GPU-to-GPU communica-
tion, as surveyed by Unat et al. [53] and De Sensi et al. [18]. The
latter compares GPU-aware MPI to NCCL/RCCL for intra- and
internode communication on large NVIDIA and AMD systems—
Alps, Leonardo and LUMI—using microbenchmarks for pairwise
point-to-point communication, all-to-all and allreduce collectives.
They found that NCCL consistently outperforms GPU-aware MPI
for allreduce on NVIDIA systems. Although RCCL does the same
for large message sizes on LUMI, it only attains 10–25% of the
performance compared with GPU-aware MPI for allreduce on small
messages (e.g., 8 to 64 B)—the most critical case for iterative solvers,
such as CG. Our results indeed confirm these observations.

Hsu et al. [29] conducted an early evaluation of NVSHMEM’s
usability and its performance on Summit with matrix multiplication
and a Jacobi solver as examples. For Jacobi, NVSHMEM shows com-
parable performance to MPI at least on up to 2 048 nodes (12 288
NVIDIA V100 GPUs). Groves et al. [22] compare NVSHMEM’s CPU-
and GPU-initiated internode communication on Summit, pointing
out inefficiencies in NVSHMEM’s GPU-initiated communication re-
lated to the use of a CPU progress thread. While InfiniBand GPUDi-
rect Async (IBGDA) [49] seeks to address this, we found that system
configurations on MareNostrum 5, Wisteria and other clusters we
encountered, either did not allow for IBGDA at all or still required
a CPU proxy thread anyway.

PETSc [7] is a well-known library for iterative solvers and serves
as a baseline for comparison in our experiments. The communica-
tion layer used by PETSc solvers is known as PETScSF [58], and it
relies on GPU-aware MPI. Mills et al. [39] identified and discussed
the challenges of GPU communication in PETSc’s iterative solvers,
and suggested replacing MPI with NCCL and/or NVSHMEM to
perform GPU stream-aware communication. Faibussowitsch et al.
[19] later studied how to incorporate GPU streams in PETSc, and
Mills et al. [40] recently adopted the host-side APIs of NVSHMEM
for stream-aware, CPU-initiated communication in PETScSF. Fur-
thermore, using stream-aware communication and skipping con-
vergence tests in some iterations proved to reduce synchronisation
overhead considerably.

Our monolithic kernel implementation of CGwith GPU-initiated
communication follows the persistent kernel paradigm [23] (also

similar to the concept of megakernel or ubershader in graphics [52]).
This is enforced when using CUDA/HIP cooperative groups for in-
kernel synchronisation, because all GPU threads in a thread block
must be scheduled concurrently on a Streaming Multiprocessor
(SM). Ismayilov et al. [32] and Ma et al. [35, 36] have previously cre-
ated CG solvers in the style of a persistent kernel with GPU-initiated
NVSHMEM communication. This is closely related to our work,
although there are differences in the underlying SpMV kernels
and point-to-point communication schemes. We use a merge-based
SpMV kernel to match vendor-optimised kernels from cuSPARSE,
whereas Ismayilov et al. [32] uses a naive CSR SpMV kernel and Ma
et al. [35, 36] optimises SpMV performance by leveraging tensor
cores. Another major difference is the SpMV-related point-to-point
communication, where earlier works [32, 35, 36] issue individual
get operations (nvshmem_double_g) for each nonzero in the sparse
matrix. In this work, we employ a scalable point-to-point communi-
cation scheme (see Sections 3.2 and 3.4), avoiding barrier operations
during CG iterations and overlapping P2P communication with
SpMV. We found these improvements necessary to scale beyond a
single node, as earlier works considered only single-node setups
with up to 8 GPUs.

6 Conclusion
We have presented several new implementations of CG solvers, in-
cluding the first multi-GPU implementation that is fully CPU-free
and scales beyond a single node. Our benchmarks show excellent
performance, both compared to PETSc and to the upper limits de-
rived from the memory bandwidth, although there is room for
improvement with regards to the monolithic CG implementation.
We anticipate that further optimisation targeting the SpMV com-
ponent could bring it to the level of the vendor-optimised SpMV
kernel provided by cuSPARSE, and thus allow the monolithic CG
solver to compete with, or even exceed, the standard offloading
approach. Moreover, our results highlight some of the respective
strengths and weaknesses of GPU-aware MPI and NCCL/RCCL.
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